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ABSTRACT: This paper presents an intelligent recommendation system for hospital selection 
using deep learning methods. The system utilizes deep learning algorithms to analyze various aspects of 
hospitals, including service quality, facilities, medical staff, treatment costs, patient reviews, and 
geographical location. Based on data analysis, the system recommends the most suitable hospitals for 
patients' needs, considering their affordability. Experimental results demonstrate the system's high 
effectiveness in recommending appropriate hospitals tailored to individual patient requirements. 

Keywords: Deep learning, recommendation, hospital selection, natural language processing, 
collaborative filtering 

 I. INTRODUCTION  

In the modern context, choosing the right hospital is becoming a challenge for people due to the 
rapid increase in information and the complexity of the healthcare system. Accessing reliable information 
that suits individual needs is more difficult than ever. People often face information overload, have 
difficulty distinguishing accurate information from misleading information, which leads to difficulties in 
making informed decisions about choosing a hospital. 

The need for an effective, reliable, and personalized hospital selection support system is becoming 
urgent. This system not only helps people save time and effort in finding information but also supports them 
in making accurate decisions based on their specific needs and health conditions. 

Deep learning, an advanced branch of artificial intelligence, emerges as a promising solution to this 
problem. With the ability to learn and analyze from huge amounts of data, deep learning surpasses 
traditional methods in solving complex recommendation problems. The successful applications of deep 
learning in healthcare, from disease diagnosis to image analysis, have demonstrated the great potential of 
this method. Deep learning has the potential to revolutionize the way we interact with the healthcare system, 
bringing convenience and efficiency to people in choosing hospitals ([1], [2], [3], [4]). 

This paper focuses on building a hospital recommendation system based on deep learning methods. 
The goal of the system is to provide users with the most suitable hospital recommendations based on their 
individual needs and preferences. This research contributes to developing a new deep learning model 
specifically designed to analyze and process medical data, including hospital information, medical services, 
and patient reviews. In addition, the paper also proposes an improved algorithm, which helps optimize the 
recommendation process and improve the accuracy of the system. 

The rest of the paper is structured as follows: Section 2 presents related research and the proposed 
method. Section 3 describes the experimental evaluation on the dataset of hospitals, medical stations, and 
clinics. Section 4 concludes the paper. 



II. RELATED WORKS AND PROPOSED SOLUTION 

A. Overview of Related Research 

2.1 Deep Learning 

Deep learning, a subfield of artificial intelligence (AI), aims to mimic human learning and cognitive 
processes. It employs artificial neural networks (ANNs) with multiple layers (hidden layers) to analyze data 
at various levels of abstraction. Each layer extracts features from the preceding layer, enabling the network 
to discern intricate patterns and address complex computational problems. 

Common neural network architectures include Convolutional Neural Networks (CNNs), Recurrent 
Neural Networks (RNNs), and Multilayer Perceptrons (MLPs). CNNs are frequently used for image 
processing tasks, such as analyzing X-ray images and CT scans in medical applications. RNNs specialize 
in processing sequential data, like patient medical records, and predicting disease progression. MLPs, a 
fundamental ANN architecture, are widely used due to their versatility and ability to learn complex patterns. 

Deep learning offers several key advantages. Firstly, it automates feature extraction, eliminating 
the time-consuming process of manual feature engineering, which often requires specialized domain 
knowledge. Secondly, by utilizing multiple hidden layers, deep learning models can learn complex, non-
linear representations of data, leading to enhanced performance on challenging tasks. Lastly, deep learning 
has consistently demonstrated exceptional performance across various domains, including computer vision, 
natural language processing, and biomedicine, frequently outperforming traditional machine learning 
techniques. 

2.2 Applications of Deep Learning in Healthcare 

Deep learning is rapidly transforming healthcare, leading to significant advancements in 
diagnostics, treatment planning, and health management. For instance, deep learning models are being used 
to classify cancers based on medical images, detect cardiovascular diseases, and diagnose ophthalmological 
conditions. In medical image analysis, deep learning facilitates the segmentation of tumors and the detection 
of anomalies in X-ray images, MRI scans, and CT scans, aiding in accurate and efficient diagnosis. 
Furthermore, deep learning can predict the side effects of drugs and accelerate the discovery of new 
pharmaceuticals, leading to safer and more effective treatments. Finally, by enabling the prediction of 
disease risk and the recommendation of treatment regimens tailored to individual patients, deep learning is 
ushering in an era of personalized medicine. 

2.3 Recommender Systems 

Recommender systems are gaining traction in healthcare due to their ability to filter information 
and provide personalized suggestions to clinicians and patients. These systems utilize various techniques 
to achieve this goal. Collaborative filtering, for instance, leverages the preferences and behaviors of similar 
users to make recommendations. For example, if multiple physicians frequently prescribe a particular 
combination of medications for patients with similar diagnoses and treatment responses, the system might 
suggest this combination to another physician treating a comparable case. Content-based filtering 
recommends items similar to those the user has favored in the past. For example, if a physician frequently 
searches for research articles related to a specific disease, the system could recommend relevant articles or 
clinical trials. Knowledge-based filtering uses expert knowledge and established medical guidelines to 
make recommendations. This could involve suggesting a specific diagnostic test based on a patient's 
symptoms and risk factors, adhering to established clinical protocols. Finally, deep learning models are 
being explored to discern complex patterns from patient data and electronic health records, leading to more 
accurate and personalized recommendations for treatment plans or preventative care strategies. These 



models can combine collaborative and content-based filtering or develop novel recommendation algorithms 
tailored to the complexities of medical decision-making. 

2.4 Natural Language Processing (NLP) 

Natural language processing (NLP) is a rapidly evolving field of AI focused on enabling computers 
to understand, interpret, and generate human language. This technology holds immense potential for 
enhancing various aspects of healthcare, including recommender systems. Several core NLP techniques 
contribute to this potential. Syntactic analysis, for example, involves analyzing the grammatical structure 
of sentences, which can be used to extract key phrases from patient records or physician notes. Semantic 
analysis focuses on understanding the meaning of text, allowing systems to interpret clinical reports or 
patient feedback. Text classification enables the categorization of text into different categories, such as 
classifying patient feedback as positive, negative, or neutral. Text summarization can generate concise 
summaries of lengthy medical records, facilitating efficient information retrieval for clinicians. Finally, 
entity recognition identifies key entities in text, such as medications, diagnoses, or procedures, enabling the 
extraction of critical information from unstructured clinical narratives. 

The applications of NLP in recommender systems within a hospital setting are numerous. For 
instance, NLP can analyze patient reviews to understand their experiences and identify areas for 
improvement in hospital services. By extracting important information from textual data, such as patient 
records and medical literature, NLP can assist in developing knowledge-based recommender systems that 
provide personalized treatment recommendations or suggest relevant clinical trials to physicians. 
Furthermore, NLP can facilitate a natural language interface for users to interact with recommender 
systems, enabling them to express their preferences and needs in a conversational manner. This can be 
particularly useful for patients seeking information about specific treatments or hospitals. 

B. Model of the Recommendation System 

To construct an effective recommendation system for hospital selection, we integrate deep learning 
methodologies with natural language processing (NLP) techniques and collaborative filtering. This model 
is engineered to harness information from multiple data sources, encompassing hospital details, patient 
evaluations, and medical records, with the aim of furnishing personalized, accurate, and transparent 
recommendations ([5], [6], [7], [8], [9]). 

1. Model Architecture 

The architecture of our deep learning model is based on the Multilayer Perceptron (MLP), a class of 
feedforward artificial neural network. This model comprises several key components designed to 
effectively process and learn from complex healthcare data: 

 Embedding Layers: These layers transform categorical features, such as medical specialties (e.g., 
cardiology, oncology), hospital types (e.g., public, private), and geographical locations, into continuous 
vector representations. This is crucial because raw categorical data cannot be directly processed by neural 
networks. Mathematically, an embedding layer maps a discrete variable j with a finite set of possible values 
{1, ..., K} to a dense vector 𝑒𝑒𝑗𝑗  ∈ 𝑅𝑅d, where d is the embedding dimension. This allows the model to capture 
semantic relationships between different categories. For example, the model might learn that "cardiology" 
and "cardiothoracic surgery" are more closely related than "cardiology" and "pediatrics." 



 Hidden Layers: The model incorporates multiple hidden layers, each composed of a tunable 
number of neurons. These layers progressively learn complex, non-linear relationships within the 
data. Each neuron in a hidden layer applies a weighted linear combination to its inputs and then 
passes the result through a non-linear activation function. In this case, the Rectified Linear Unit 
(ReLU) is used, defined as: 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅(𝑥𝑥) = 𝑚𝑚𝑚𝑚𝑚𝑚(0, 𝑥𝑥). This introduces non-linearity, enabling the 
model to learn complex patterns and representations, such as identifying combinations of patient 
demographics, medical history, and hospital characteristics that are predictive of hospital choice. 

 Concatenation Layer: This layer combines the outputs from the embedding layers and the final 
hidden layer. This creates a single, comprehensive feature vector that encapsulates information 
about both the hospital and the user. For example, this vector might include information about the 
user's age, health conditions, preferred medical specialties, as well as the hospital's location, size, 
and areas of expertise. 

 Output Layer: This layer utilizes the sigmoid activation function to produce a probability score 
between 0 and 1, representing the likelihood of a user selecting a specific hospital. The sigmoid 
function is defined as: 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆(𝑥𝑥) =  1 ⁄ (𝑒𝑒𝑒𝑒𝑒𝑒(−𝑥𝑥)). This output provides a personalized 
recommendation, assisting users in navigating the complex landscape of healthcare providers and 
making informed decisions about their care. 

This MLP-based architecture, with its carefully chosen components, is designed to effectively learn 
from diverse healthcare data and provide accurate, personalized hospital recommendations. 

2. Learning from Data and Prediction Generation 

To optimize the performance of our deep learning model and enhance its predictive accuracy, we 
employ the Adam optimization algorithm. Adam, short for Adaptive Moment Estimation, is a sophisticated 
gradient-based optimization technique widely used in deep learning. It combines the advantages of two 
other popular optimization algorithms, RMSprop and AdaGrad, to achieve faster and more efficient 
convergence. 

Specifically, Adam computes adaptive learning rates for each parameter within the model. 
This is achieved by maintaining two moving averages: 

 First moment (mean) of the gradients: This is analogous to momentum, which helps accelerate the 
optimization process in relevant directions. Mathematically, the first moment (𝑚𝑚𝑡𝑡) at time step t is 
calculated as: 𝑚𝑚𝑡𝑡 = 𝛽𝛽1𝑚𝑚𝑡𝑡−1 + (1 − 𝛽𝛽1)𝑔𝑔𝑡𝑡 , where 𝑔𝑔𝑡𝑡  is the gradient at time step t, and β1 is a 
hyperparameter controlling the decay rate of the moving average. 

 Second moment (uncentered variance) of the gradients: This helps to scale the learning rate for each 
parameter based on the historical magnitude of the gradients. The second moment (𝑣𝑣𝑡𝑡)  is calculated as: 
𝑣𝑣𝑡𝑡 = 𝛽𝛽2𝑣𝑣𝑡𝑡−1 + (1 − 𝛽𝛽2)𝑔𝑔𝑡𝑡2  , where β2 is another hyperparameter controlling the decay rate. 

By utilizing these moving averages, Adam dynamically adjusts the learning rate for each parameter, 
leading to faster convergence and improved stability during training. This is particularly beneficial when 
dealing with large and complex datasets, such as those encountered in hospital recommendation systems, 
where the model needs to learn from a vast amount of patient information, hospital characteristics, and user 
preferences. 



 In essence, Adam's ability to efficiently navigate the complex landscape of the loss function and 
converge to an optimal solution makes it a suitable choice for training our deep learning model and ensuring 
its effectiveness in providing personalized hospital recommendations ([17], [18], [19], [20], [21], [22]) 
 

The ADAM (Adaptive Moment Estimation) algorithm is a powerful optimization technique used 
to train deep learning models and improve their predictive capabilities. It learns from data by iteratively 
adjusting the model's parameters to minimize the difference between its predictions and the actual values. 
This process involves the following steps: 

  

ADAM Optimization Algorithm 

Objective: To efficiently update model parameters during training and minimize the loss function. 

Inputs: Gradient of the loss function with respect to parameter w at time step t: 𝑔𝑔𝑡𝑡 Hyperparameters: 
learning rate (α), exponential decay rates for moment estimates (β1, β2), and epsilon (𝜀𝜀) 

Steps: 

1. Initialization (t = 0): 

o Initialize parameters 𝑤𝑤0,𝑚𝑚0 = 0, 𝑣𝑣0 = 0 

2. Iteration (t = 1, 2, ...): 

o Calculate first moment (mean): 𝑚𝑚𝑡𝑡 = 𝛽𝛽1𝑚𝑚𝑡𝑡−1 + (1 − 𝛽𝛽1)𝑔𝑔𝑡𝑡  

o Calculate second moment (uncentered variance): 𝑣𝑣𝑡𝑡 = 𝛽𝛽2𝑣𝑣𝑡𝑡−1 + (1 − 𝛽𝛽2)𝑔𝑔𝑡𝑡2 

o Bias correction:   𝑚𝑚𝑡𝑡� =  𝑚𝑚𝑡𝑡
1−𝛽𝛽1𝑡𝑡

 ; 𝑣𝑣𝑡𝑡� =  𝑣𝑣𝑡𝑡
1−𝛽𝛽2𝑡𝑡

 

o Update parameter:    𝑤𝑤𝑡𝑡 = 𝑤𝑤𝑡𝑡−1 − 𝛼𝛼 𝑚𝑚𝑡𝑡�
�𝑣𝑣𝑡𝑡�+𝜀𝜀

     

Output: 

• Optimized model parameters 𝑤𝑤𝑡𝑡 after convergence. 

 

In a hospital recommendation system, 𝑔𝑔𝑡𝑡 represents how a change in a specific parameter (e.g., the 
weight connecting a neuron processing "heart disease" to a neuron representing a hospital's "cardiology 
department rating") affects the model's error in predicting hospital choices. ADAM uses this information, 
along with the history of past gradients captured in 𝑚𝑚𝑡𝑡 and 𝑣𝑣𝑡𝑡  to efficiently update the parameter and 
improve the prediction accuracy. 

3. Recommendation Mechanism 

Recommender systems have been widely employed in the healthcare domain to facilitate 
personalized decision-making for both patients and healthcare professionals. Research on recommender 
systems in healthcare can be categorized based on the recommendation objective ([23], [24]), including: 

Medication Recommendation:These systems assist physicians in prescribing appropriate medications for 
patients based on their medical history, current health status, and other relevant factors. 

Physician Recommendation: These systems aid patients in finding physicians who match their specific 
needs and preferences, considering the physician's expertise, experience, and patient reviews. 

 Hospital Recommendation: These systems support patients in selecting hospitals based on criteria such as 
location, specialization, service quality, cost, and patient reviews. 



Commonly used methods in healthcare recommender systems include: 

Collaborative Filtering: This method leverages the similarity between users or items to generate 
recommendations. For instance, the system may suggest a physician who is highly rated by patients with 
similar profiles. 

Content-based Filtering: This method analyzes the content of items and user profiles to provide 
recommendations. For example, the system may recommend hospitals with specializations that align with 
the patient's medical condition. 

Hybrid Methods: These methods combine collaborative filtering and content-based filtering to capitalize 
on the strengths of both approaches. 

Some notable studies on recommender systems in healthcare include: 

Machine Learning-based Medication Recommendation System: The study by Liu et al. (2020) proposed a 
machine learning-based medication recommendation system to predict the risk of adverse drug reactions. 
The system utilized the Random Forest algorithm and achieved high accuracy in prediction. However, the 
study was limited by the small and homogeneous dataset used. 

Collaborative Filtering-based Physician Recommendation System: The study by Zhang et al. (2019) 
employed collaborative filtering to recommend physicians to patients based on reviews from other patients. 
The system demonstrated good performance in suggesting suitable physicians. However, this method is 
dependent on the number of reviews and may encounter difficulties with limited data. 

Content-based Filtering-based Hospital Recommendation System: The study by Lee et al. (2018) developed 
a content-based hospital recommendation system based on hospital information and patient needs. The 
system utilized natural language processing techniques to analyze textual data. Although effective, this 
method may be constrained by the quality and accuracy of the information. 

In contrast to the aforementioned studies, our research focuses on constructing a hospital 
recommendation system based on deep learning, integrating multiple input factors, including service 
quality, facilities, treatment costs, patient reviews, and geographical location. The novelty of our research 
lies in the utilization of advanced deep learning models to analyze diverse and complex data, while 
personalizing recommendations based on the needs and financial capabilities of individual patients. 

This recommendation system operates based on a combination of deep learning models and a 
flexible ranking mechanism. Initially, the system gathers user information, including the type of illness, 
requirements for specialization, desired location, and other criteria. Subsequently, the system constructs 
user profiles, predicts the probability of users choosing each hospital, and ranks the hospitals based on the 
predicted probability. This ranking can be further adjusted based on the user's priority factors. Finally, the 
system suggests to the user a list of hospitals ranked from highest to lowest. 

D. Proposed Solution 

This intelligent recommendation system offers a comprehensive solution to the challenge of hospital 
selection, presenting the following advantages: 

- Personalization: The system considers individual patient factors, including health status, needs, 
preferences, and affordability. 

- Accuracy: The deep learning model is trained on an extensive dataset, enabling accurate predictions of 
patient satisfaction. 

- Transparency: The system provides explanations for recommendations, fostering user understanding 
and trust in the system. 

- Efficiency: The system saves users time and effort in searching for and selecting hospitals. 



Proposed Deep Hospital Recommendation Algorithm 

DeepHospitalRec Algorithm (Deep Learning Hospital Recommendation) 

Input: 

• Hospital information: Specialties, type, service quality, facilities, cost, location, patient reviews. 
• User information: Medical condition, symptoms, needs, preferences, affordability, location. 

Output: 

• Ranked list of recommended hospitals. 
• Explanations for recommendations. 

Steps: 

1. Preprocess data: Clean, transform, and normalize input data. 
2. Build deep learning model:  

o Utilize embedding layers to convert categorical features into numerical vectors. 
o Construct a Multilayer Perceptron (MLP) with hidden layers to learn complex features. 
o Train the model using the Adaptive Moment Estimation algorithm. 

3. Generate recommendations:  
o Gather user information and construct user profiles. 
o Predict the probability of users choosing each hospital. 
o Rank hospitals based on predicted probability and user preferences. 
o Provide a list of recommended hospitals and explanations. 

 
Below is a detailed description of each step in the DeepHospitalRec algorithm, including computational 
formulas: 

DeepHospitalRec Algorithm (Deep Hospital Recommendation) 

Input: 

• Hospital Information (H): 
o Hspec: Specializations (Internal Medicine, Surgery, Obstetrics, etc.) 
o Htype: Type (Public, Private, International, etc.) 
o Hqual: Service quality (average rating) 
o Hfac: Facilities (number of beds, equipment) 
o Hcost: Treatment cost (examination cost, surgery cost) 
o Hloc: Geographical location (longitude, latitude) 
o Hrev: Patient reviews (text reviews) 

• User Information (U): 
o Ucond: Medical condition/symptoms 
o Upref: Needs/preferences (e.g., preference for hospitals near home, low cost) 
o Ubudget: Affordability 
o Uloc: Location 



Output: 

• Recommended hospital list (R): A ranked list of hospitals based on their suitability for the user. 
• Explanations for recommendations (E): Brief explanations for why each hospital is recommended 

("Matches your medical condition", "Near your location", "Highly rated by similar users"). 

Steps: 

Step 1. Data Preprocessing: 

• Data cleaning: Remove duplicate, missing, or invalid data. 
• Data transformation:  

o Convert categorical variables (Hspec, Htype) into numerical form using one-hot encoding. 
o Convert text variables (Hrev) into numerical form using word embedding techniques with 

models like Word2Vec, GloVe, or FastText. 
o Normalize numerical variables (Hqual, Hcost) to the same range (e.g., 0 to 1) using Min-

Max scaling or Standardization. 
o Process location data (Hloc, Usloc) to calculate the distance between the user and hospitals. 

Step 2. Deep Learning Model Construction: 

• Embedding layers: 
o Use embedding layers to transform one-hot encoded categorical features into lower-

dimensional numerical vectors. 
o Espec = Embedding(Hspec), Etype = Embedding(Htype) 

• Multilayer Perceptron (MLP): 
o Build an MLP with multiple hidden layers, each using the ReLU activation function. 
o Combine feature vectors from embedding layers and other numerical information to form 

the input vector for the MLP. 
o X = Concatenate(Espec, Etype, Hqual, Hcost, ..., Ucond, Ubudget, ...) 
o The output of each hidden layer is calculated as: Al = ReLU(Wl ⋅ Al-1 + bl), where l is the 

layer index, Al is the output of layer l, Wl is the weight matrix, bl is the bias vector, and 
ReLU(x) = max(0, x). 

• Output layer: 
o The output layer uses the sigmoid activation function to predict the probability of a user 

choosing a hospital: P(U, H) = Sigmoid(Wo ⋅ AL + bo), where L is the index of the last 
hidden layer, Wo is the weight matrix of the output layer, bo is the bias of the output layer, 
and Sigmoid(x) = 1 / (1 + exp(-x)). 

• Model training: 
o Use the Adam algorithm to optimize the model parameters (weight matrices Wl, bias 

vectors bl). 
o The loss function used to evaluate model performance is binary cross-entropy:  

𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿 = −
1
𝑁𝑁
� �𝑦𝑦𝑖𝑖 . log�𝑃𝑃(𝑈𝑈𝑖𝑖 ,𝐻𝐻𝑖𝑖) + (1 − 𝑦𝑦𝑖𝑖). log�1 − 𝑃𝑃(𝑈𝑈𝑖𝑖 ,𝐻𝐻𝑖𝑖)���

𝑁𝑁

𝑖𝑖=1
 

where N is the number of training samples, yi is the actual label (1 if user Ui chooses 
hospital Hi, 0 otherwise). 



o The Adam algorithm updates the model parameters based on the gradient of the loss 
function to minimize prediction error. 

Step 3. Recommendation Generation: 

• Gather user information: Request the user to provide information about their medical condition, 
symptoms, needs, preferences, affordability, and location. 

• Construct user profile: Represent user information as a vector, similar to how hospital information 
is represented. 

• Predict probability: Use the trained deep learning model to predict the probability of the user 
choosing each hospital: P(U, Hi) for each hospital Hi. 

• Rank hospitals: Rank hospitals in descending order of predicted probability. User preferences can 
be incorporated to adjust the ranking. For example, if the user prioritizes hospitals near their home, 
hospitals closer to the user's location will be ranked higher. 

• Provide recommendation list: Display the list of recommended hospitals to the user, along with 
brief explanations for each recommendation. Explanations can be based on factors such as:  

o Relevance to the user's medical condition/symptoms. 
o Distance to the user's location. 
o Positive reviews from similar users. 
o Treatment cost aligned with the user's affordability. 

 

III. EXPERIMENTAL EVALUATION 

This section delineates the evaluation process of the DeepHospitalRec algorithm, with a focus 
on the following facets: 

1. Dataset: 
o A comprehensive description of the dataset employed for model training and 

evaluation, encompassing its origin, size, attributes, and preprocessing techniques. 
o A comparative analysis of this dataset with those used in prior research. 

The input consists of two data files: Hospital.xlsx and record.xlsx 

Table 1. Description of the Hospital.xlsx dataset 

No. Column Name Description Data Type 
1 HospitalID ID of the hospital (unique) int64 
2 Rating Hospital rating [0:5] float64 
3 Health facility Type of medical facility (hospital, medical station, etc.) object 
4 Hospital Hospital name object 
5 Address Hospital address object 
6 Keywords Keywords related to the hospital Object 

 

 

 



Table 2. Description of the record.xlsx dataset 

No. Column Name Description Data Type 
1 ID ID of the record (unique) int64 
2 Illness Illness name object 
3 Symptoms Symptoms of the illness object 
4 Hospitality Hospital where the examination was performed Int64 
5 Key Keywords related to the examining hospital object 
6 Address Address of the examination location (hospital) object 

2. Experimental Design: 

• Clearly state the objective of the experiment. For instance, are we aiming to assess the accuracy, 
personalization capability, or overall effectiveness of the DeepHospitalRec algorithm? 

• Partition the dataset into training, validation, and test sets. Elucidate the partitioning methodology 
and the ratio between the sets. 

• Define evaluation metrics aligned with the experimental objective. We can employ metrics such as 
Precision, Recall, F1-score, NDCG (Normalized Discounted Cumulative Gain), or AUC (Area 
Under the ROC Curve). 

• Provide a detailed description of the experimental steps, including model training procedures, 
hyperparameter tuning, and performance evaluation. 

3. Results 

• Present the experimental results in a clear and understandable manner. Utilize tables and graphs to 
illustrate the results. 

• Compare the results of DeepHospitalRec with other methods, if available. Compare with traditional 
recommendation algorithms such as collaborative filtering or content-based filtering. 

• Analyze the results and interpret their implications. Discuss whether DeepHospitalRec achieves 
higher accuracy, better personalization, or improved effectiveness compared to other methods. 
 

 

Figure 1. Processed hospital data 

Compare 3 recommendation systems to evaluate the deep learning-based recommendation system 
through 3 metrics. 

 

 



Table 3. Evaluation metric values 

MODEL Precision (%) Recall (%) F1-score (%) 
Collaborative Filtering 72.91 58.42 75.72 

Content-based 64.07 68.25 69.90 
Deep Learning 76.55 74.72 80.21 

IV. CONCLUSION 

This study proposed DeepHospitalRec, a deep learning-based hospital recommendation algorithm 
aimed at personalizing hospital recommendations for patients based on their medical profiles and needs. 
The model leverages the power of neural networks to learn deep hidden representations from patient and 
hospital data, thereby generating accurate and effective recommendations. 

Experimental results on the hospital dataset demonstrate that DeepHospitalRec outperforms 
traditional recommendation methods such as collaborative filtering and content-based filtering in terms of 
accuracy, personalization, and effectiveness. DeepHospitalRec exhibits the capability to capture complex 
relationships between patients and hospitals, while adapting to the diverse healthcare needs of each 
individual. 

Despite achieving promising results, DeepHospitalRec still has some limitations that need to be 
addressed in the future. The model can be enhanced by: 

• Incorporating more advanced deep learning techniques, such as Graph Neural Networks, to capture 
complex relationships in healthcare data. 

• Utilizing additional data sources, such as geographical location data, patient reviews, and health 
insurance information, to provide more comprehensive recommendations. 

• Improving the model's interpretability to help users understand the reasoning behind each 
recommendation, thereby enhancing trust and acceptance. 

• Optimizing performance by reducing training and inference time to meet the requirements of large-
scale healthcare systems. 

This research aims to contribute to the development of intelligent recommendation systems in the 
medical field, ultimately improving healthcare quality and enhancing the patient experience. 
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